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Misinformation and fact-checking are opposite forces in the news environment: the former creates inaccuracies
to mislead people, while the latter provides evidence to rebut the former. These news articles are often posted
on social media and attract user engagement in the form of comments. In this paper, we investigate linguistic
(especially emotional and topical) signals expressed in user comments in the presence of misinformation and
fact-checking. We collect and analyze a dataset of 5,303 social media posts with 2,614,374 user comments from
Facebook, Twitter, and YouTube, and associate these posts to fact-check articles from Snopes and PolitiFact
for veracity rulings (i.e., from true to false). We find that linguistic signals in user comments vary significantly
with the veracity of posts, e.g., we observe more misinformation-awareness signals and extensive emoji and
swear word usage with falser posts. We further show that these signals can help to detect misinformation.
In addition, we find that while there are signals indicating positive effects after fact-checking, there are also
signals indicating potential “backfire” effects.!
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1 INTRODUCTION

Misinformation takes many forms, ranging from unintentional poor journalism to deliberate hoaxes,
propaganda [11, 62, 98, 117], disinformation [51, 117], and recently (and controversially) “fake
news” [20, 123]. Such misinformation (broadly construed) has spread wildly since the beginning
of the 2016 US presidential election cycle [53, 54]. Specifically, researchers have estimated that
approximately one in four Americans visited a “fake news” website during the election [37].
Social media was and remains ground-zero for the misinformation epidemic. For example,
Facebook and Twitter have banned hundreds of pages and tens of thousands of accounts, respec-
tively, linked to the Russian Internet Research Agency for generating and promoting misinfor-
mation [92, 107]. Misinformation continues to be posted on social media by politicians, partisan

1Please kindly note that swear and offensive words from user comments appear in quotes and examples throughout this
paper. In keeping with the norms established by prior work [12, 16], we decide not to moderate these words.
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pundits, and even ordinary users [119]. This misinformation is viewed by millions of users [1], who
sometimes comment on and share it, thus increasing its engagement and spreading it further.

One critical question is whether and how this misinformation affects individual people. Although
scholars debate whether misinformation impacted the outcome of the 2016 US presidential elec-
tion [1, 37], exposure to misinformation may still harm individuals by promoting partisanship,
reducing trust in civic institutions, and discouraging reasoned conversation [10, 32]. Research
suggests that people are indeed vulnerable to misinformation because of psychological and socio-
logical predispositions [34, 80, 103, 122]. Furthermore, misinformation often uses inflammatory
and sensational language [98, 117, 118], which may alter people’s emotions. People’s emotions
are a core component of how they perceive their political world [66], and sometimes affect their
perceived bias of news [124].

The response to misinformation by platforms has been to increase reliance on fact-checking
as a means to determine the veracity and correctness of factual statements in social media posts.
For example, Facebook and Google have both deployed systems that integrate fact-checking
services [19, 36]. Additionally, social media users may post links to facts as a way to independently
debunk misinformation. These facts can originate from different sources, ranging from first-hand
experiences to scientific studies, and sometimes fact-check articles by specialized journalists. For
example, a tweet posted by Donald Trump claiming that Barack Obama was born in Kenya was later
fact-checked by both Snopes and PolitiFact and found to be false [25, 68] (see Figure 1). Subsequently,
users on Twitter posted comments on Trump’s tweet linking to the fact-check articles.

However, this reliance on fact-checking raises a second, parallel question: whether and how
people respond to fact-checking itself. Some studies have found that fact-checking has corrective
effects on people’s beliefs [31, 39, 93, 125], while others found that it has minimal impact [55, 81]
and sometimes even “backfires” on its audience [81-83]. In fact, the work of Snopes and PolitiFact
has itself become politicized by those who view their work as biased, and this has led to attempts to
discredit fact-check articles [78, 100, 105]. Thus, it remains unclear how people react to fact-checking
in-the-wild on social media (as opposed to all prior work, which was conducted in-lab).

In this paper, we look at linguistic signals in the presence of misinformation and fact-checking
using evidence from user comments on social media. We first collect a dataset of 5,303 social media
posts with 2,614,374 user comments from Facebook, Twitter, and YouTube, and associate these
posts to fact-check articles from Snopes and PolitiFact for veracity rulings (i.e., from true to false).
Then, we build a novel emotional and topical lexicon, named ComLex, using a hybrid method of
linguistic modeling and human labeling. Finally, we use this lexicon to analyze our dataset and
perform statistical hypothesis testing. Overall, we make contributions in the following areas:

e Misinformation. We find that linguistic signals in user comments vary significantly with the
veracity of posts. As post veracity decreases, social media users express more misinformation-
awareness signals, as well as different emotional and topical signals, e.g., extensive use of
emojis and swear words, less discussion of concrete topics, and decreased objectivity.

e Detection. We show that these linguistic signals in user comments can be used to predict
the veracity of social media posts.

e Fact-checking. We find that there are signals indicating positive effects after fact-checking,
such as more misinformation-awareness and less doubtful signals. However, there are also
signals indicating potential “backfire” effects, such as increased swear word usage.

e Lexicon. We publish a new context specific and human validated lexicon ComLex, along with
code and data from our paper,” and we present applications of ComLex in related domains.

% Available at: https://misinfo.shanjiang.me
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The rest of the paper is organized as follows: § 2 presents related work, § 3 describes our data
collection process, § 4 introduce our lexicon ComLex and its validation, § 5 and § 6 analyze linguistic
signals under misinformation and fact-checking, respectively, and finally § 7 concludes.

2 RELATED WORK

The interdisciplinary nature of misinformation has drawn researchers from different areas, including
computer, social, and political science. In this section, we briefly review related work and position
our study within three areas: 1) the understanding, measurement, modeling, and algorithmic
detection of misinformation; 2) the role of fact-checking on people’s beliefs and the backfire effect;
3) lexicon-based linguistic modeling for text analysis.

2.1 Misinformation

Terminology.  There is currently no agreement upon terminology across communities for false
and inaccurate information. In general, there are two criteria that separate existing terminology:
veracity and intentionality [109]. Some scholars prefer to use “misinformation” to broadly refer to all
false and inaccurate information regardless of intent [21, 37, 42, 55, 124], while others prefer the more
modern (but polarizing) term “fake news” [1, 53, 54, 109]. Other scholars restrict “misinformation” to
unintentional inaccuracies, and use “disinformation” for deliberate deception [51, 123]. “Propaganda”
typically refers to intentional and strictly political information [11, 62], although its veracity may
vary from untruths to true but manipulative information.

In this paper, we adopt the term “misinformation” because it is inclusive and not as politicized as
“fake news”. The fact-checked social media posts in our dataset exhibit a wide range of veracity, so
it would not be appropriate to broadly characterize them as “untrue” or “fake”. Some posts even
originated as jokes, sarcasm, or satire, but were later disseminated without their original context.
Furthermore, we make no attempt to infer to intent of the individuals who authored the posts.

Foundations. = The examination of misinformation has a long history of research. The psy-
chological foundations are rooted in people’s individual vulnerabilities. One theory that explains
susceptibility to misinformation is naive realism, where people tend to believe that their perceptions
of reality are accurate, and views that disagree with their perceptions are uninformed, irrational,
and biased [33, 103, 122]. Another theory called confirmation bias shows that people prefer to
accept information that confirms their existing beliefs [80]. Sociological theories including social
identity theory [15, 113] and normative influence theory [6] also suggest that social acceptance
and affirmation are essential for people’s identity and self-esteem. This causes people to choose
“socially safe” options when responding to and spreading information by following the norms of
their established ideological groups, regardless of the information veracity. Finally, economic theory
posits that “fake news” occurs when a news publishers values short-term expansion of its customer
base more than its long-term reputation, coupled with news consumers that prefer information
that confirms their preexisting false beliefs [34].

People’s vulnerability to misinformation affects their behavior and communication. For example,
in-lab experiments have shown that exposure to biased information online [102] may significantly
impact voting behavior [22, 23], while naive information sharing may promote homophilous “echo
chambers” of information [21, 57, 58].

In contrast to the above theories, there is a growing body of empirical research on people’s ability
to identify misinformation. Surveys that have asked people how much trust they place in different
news media outlets have found that people do perceive specific outlets as biased (e.g., InfoWars)
and thus do not trust news from these sources [49, 71].
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Another line of work measured the spread and impact of misinformation, finding that “fake
news” spread faster than truthful news [119], and that a large fraction of “fake news” are spread
by “bots” [29, 104]. Misinformation is especially (and alarmingly) easy to be spread during crises,
because people attempt to complete partial information using their natural sense-making pro-
cesses [42], although such misinformation can sometimes be self-corrected by the crowd [5].

Given the increasing prevalence of online misinformation, it is worth investigating people’s
ability or lack thereof to identify misinformation. We aim to further this discussion by looking
at linguistic signals in users comments on social media, leading to our first research question
is: RQ1) Are there any misinformation-awareness signals in user comments indicating
their ability to identify misinformation?

Detection.  Algorithmically modeling and detecting misinformation is an emerging area of
research [109]. These studies are generally divided into two categories. The first category analyzes
text content to assess veracity. Some researchers use the claims included in text to do automatic
fact-checking by comparing the consistency and frequency of claims [8, 65], or by attempting
to infer a claim from existing knowledge graphs [18, 41, 108, 121, 126]. Others note that fake or
hyper-partisan news publishers usually have malicious intent to spread misinformation as widely
as possible, which causes them to adopt a writing style that is inflammatory and sensational. Such
stylistic features can distinguish false from truthful news [28, 94, 98, 117, 118, 120].

In this study, we ask whether the inflammatory content and sensational writing style that is
sometimes characteristic of misinformation affects the emotional and topical signals that people
express in their social media comments. Previous research has shown that linguistic signals, e.g.,
usage of emojis, can be used to infer people’s actual emotional states [27, 48, 61, 101, 127]. Thus,
our second research question is: RQ2) Do emotional and topical signals in user comments
vary with post veracity?

The second category of detection algorithms leverage social context to predict misinformation,
i.e., users’ different behaviors when reacting to false or truthful news. These behaviors including
different stances and discussed topics than the original threads [46, 96, 112], as well as different
propagation network structures between fake and truthful news [38, 45]. Recent work has also
proposed tools that actively solicit and analyze “flags” on misinformation from users [115].

Different detection models have their own limitations, e.g., content-based models may have
difficulty analyzing video posts, active flagging systems require extra labor from users, etc. Since
our approach measures the passive response of users and is orthogonal to the content format of
posts, we propose our third research question: RQ3) Can linguistic signals in users comments
help to detect misinformation?

RQ1) to RQ3) potentially have substantial implications on the design of social computing
systems. If user comments on misinformation significantly deviate from typical conversations
(e.g., extensive use of swear words, shown in § 5.1), they could easily deteriorate into trolling [17],
harassment [87], or hate speech [77]. Understanding and detecting the linguistic variants present in
these comment threads may help when implementing intervention and moderation systems [35, 44].

Datasets.  Previous public datasets of misinformation include Liar [120], BuzzFeedNews [94],
CREDBANK [72, 73], etc. These datasets usually contain the textual content of social media posts
and news articles along with veracity scores based on domain-specific metrics. Our published
dataset is complementary to these efforts, as we focus on analyzing user comments.
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2.2 Fact-Checking

Another line of research focuses on the effects of fact-checking. Many in-lab experiments have
examined the effects of fact-checking on human behaviors, but unfortunately they reveal drastically
different behaviors in different contexts. A fact-check against a false rumor that the flu vaccine gave
people the flu significantly reduced people’s belief in the rumor, but also reduced some people’s
willingness to vaccinate because of side effects [82, 83]. However, later research failed to duplicate
the results [39]. This phenomenon is called the “backfire” effect, where attempting to intervene
against misinformation only entrenches the original, false belief further [81].

Even without the backfire effect, there are several experiments that found that fact-checking
has limited corrective effects [55, 81]. However, others found that people are willing to accept
fact-checking even when the information challenges their ideological commitments [31, 93, 125].

Major fact-checking organizations include Snopes [69], Politifact [106], and FactCheck.org [43].
These websites use facts and evidence to determine the veracity and correctness of factual claims
in news articles, political speeches, social media posts, etc. In general, their verdicts have a very
high degree of agreement with each other [3, 4]. However, the corrective effects of these websites
has not been investigated in detail. Previous research has shown that fact-check articles posted on
social media are likely to get more exposure when shared by a friend instead of strangers [40, 67],
but that including biographical information about the author of the fact-check in the article itself
reduces the effectiveness [33]. On online platforms, alert messages and tags that warn users to the
presence of misinformation can help reduce the influence of this content [23, 90].

Building on this line of work, we propose two research questions: RQ4) After a social media
post is fact-checked, are there any linguistic signals in comments indicating positive ef-
fects? and RQ5) After a post is fact-checked, are there any linguistic signals in comments
indicating backfire effects? Although related questions were investigated in previous research
using in-lab experiments, our context and approach are different. Context is an important variable
when examining the effect of fact-checking, as studies under different conditions often generate
different results that cannot be generalized. Furthermore, recent studies have proposed integrating
fact-checking results [50] or bias warnings [23] into social computing systems. RQ4) and RQ5)
speak directly to the feasibility of such proposals.

2.3 Linguistic Modeling

Using dictionary categories is one of the traditional ways to perform computational analysis of
text corpora [47, 85]. Originally, these techniques focused on sentiment analysis, with only positive
and negative sentiment labels on words. Over time, researchers built more fine-grained lexicons
for more sophisticated emotions and topics.

There are several existing lexicons that are commonly used to perform text analysis. The most
extensively used and validated lexicon is Linguistic Inquiry and Word Count (LIWC) [88, 114], which
contains both emotional, topical, and syntactic categories. An alternative for LIWC is Empath [26],
which is an automatically generated lexicon that was later manually validated by crowdsourced
workers. Empath has strong correlations with LIWC within overlapping categories of words. NRC
Word-Emotion Association Lexicon (EmoLex) [75, 76] is another human curated lexicon that is
structured around Plutchik’s wheel of emotions [91]; it includes eight primary emotions (anger,
anticipation, joy, trust, fear, surprise, sadness, and disgust) and two additional classes for all positive
and negative emotions. Other lexicons include the General Inquirer (GI) [110] which has more
topics than LIWC but fewer emotions, and Affective Norms for English Words (ANEW) [13] and
SentiWordNet [7, 24] which have more emotions than LIWC.
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Fig. 1. llustration of social media and fact-checking website interaction. Following the publication of
a post on Twitter, Facebook, YouTube, etc., Snopes and PolitiFact fact-check it and rate its veracity. Meanwhile,
users comment on the post and sometimes refer to fact-check articles once they are released.

Although the psychological foundations of the above lexicons are solid, they are extracted from
general text, and usually do not perform well when analyzing text from specific contexts [56]. In
the case of social media, existing lexicons such as NRC Hashtag Emotion Lexicon (HashEmo) [74]
and others [9, 59] are mostly automatically generated and not manually validated.

An alternative approach to perform text analysis is to learn a lexicon for a specific domain.
Recently, one extensively used method is to learn vector representations of word embeddings [63,
70, 89] and then use unsupervised learning to cluster words [26]. This methods has been used by
some studies in the misinformation domain to analyze stylistic features of articles [98, 118].

We found existing lexicons to be insufficient for our research because they only offered a limited
number of word categories. Therefore we constructed a new context-specific lexicon called ComLex
with emotional and topical categories for user comments on fact-checked social media posts.
Additionally, we use EmoLex and LIWC throughout our study as supporting evidence to validate
our findings. We also present a performance evaluation between lexicons in terms of predictive
ability in § 4.3.

3 DATA

Our study is based on a dataset of user comments on social media posts that have been fact-checked.
In the section, we discuss how we collected this dataset and give an overview of the data.

3.1 Data Collection

The interaction between social media and fact-checking websites is shown in Figure 1. Politicians,
news organizations, or other individuals publish posts on social media websites such as Twitter,
Facebook, YouTube, etc. Some of these posts are selected for fact-checking by specialized journalists
at websites such as Snopes and PolitiFact, who then publish articles containing evidence for
or against the claims and reasoning within the posts, as well as a veracity ruling for the posts.
Meanwhile, users may comment on the posts, which sometimes refer to the fact-check articles.
To gather this data (i.e., posts and their associated comments and fact-check articles), we use the
fact-checking websites Politifact and Snopes as starting points. We choose PolitiFact and Snopes
because a) they are both confirmed by the International Fact-Checking Network (IFCN) to be
non-partisan, fair, and transparent fact-checking agencies; and b) they list their sources and rulings
in a structured format that is easy to automatically parse. We crawled all the fact-check articles
from Politifact and Snopes, and then filtered this set down to articles that point specifically to social
media posts on Facebook, Twitter, and YouTube (e.g., the one from Figure 1). We extracted the
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unique post ID® and veracity rating from these articles. Finally, we used the Facebook, Twitter, and
YouTube platform APIs to crawl all of the user comments on the fact-checked posts by leveraging
their unique IDs.

3.2 Data Overview

Overall, we collected 14,184 fact-check articles from Politifact and 11,345 from Snopes, spanning
from their founding to January 9, 2018. After filtered out all articles whose sources were not from
Facebook, Twitter, or YouTube, our dataset contained 1,103 social media posts from Facebook, 2,573
from Twitter, and 2,753 YouTube videos.

Note that PolitiFact and Snopes have different ruling criterion and therefore different textual
descriptions for post veracity. To make them comparable, we translated their descriptions to a
scale from -2 to 2 using the mapping shown in Figure 2. We view pants on fire! and false as -2 for
PolitiFact, and ignore descriptions that cannot be categorized such as full flop, half flip, no flip
from PolitiFact and legend, outdated, unproven, undetermined, research in progress, miscaptioned,
misattributed, correct attribution, not applicable, etc. from Snopes. After mapping and removing
descriptions that cannot be categorized, we kept 5,303 posts. 41 of 5,303 (0.77%) of the mapped
posts were checked by both PolitiFact and Snopes, and their veracity rulings from the two websites
are strongly correlated (Spearman p = 0.671%**) as shown in Figure 3, which is consistent with
previous observations [3, 4].

Finally, we collected user comments on the 5,303 fact-checked social media posts using their
respective platform APIs. We note that 1,659 (31%) of the posts were no longer available because
they were either deleted by the platform or by their authors, of which 1,364 (82%) had veracity
< 0. This finding may be attributable to platforms’ efforts to fight misinformation [30, 111]. In
addition, there were 757 posts with zero comments. From the remaining posts we collected 1,672,687
comments from Facebook, 113,687 from Twitter, and 828,000 from YouTube.

Before moving on, we take a deeper look at the deleted posts. The distribution of their veracity is
shown in Figure 4. We observe that the likelihood of post deletion increases significantly as veracity
decreases (Point Biserial r,;, = —0.052"**). This means that, overall, our dataset is missing some
deeply misleading and/or untrue posts and their associated comments. These omissions will make
our model under-estimate the effect of misinformation and fact-checking. Therefore, our statistics

3 Although the post ID formats for Facebook, Twitter, and YouTube are not the same, they are all structured and relatively
easy to automatically parse.
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should be viewed as conservative lower bounds on the linguistic variants in user comments in the
presence misinformation and fact-checking.

3.3 Ethics

We were careful to obey standard ethical practices during our data collection. We only used official
APIs from the social networks to collect data, we did not make any “sock puppet” accounts, and we
rate limited our crawlers. All of the posts and associated comments are publicly accessible, and our
dataset does not contain any posts or comments that were deleted or hidden by their authors prior
to our crawl in January 2018. The datasets that we plan to publish are fully anonymized, i.e., all
user IDs are removed.

4 MODEL

Using the collected dataset, we build a new lexicon called ComLex based on the corpus of user
comments. In this section, we discuss how we constructed the lexicon, and then present three
complementary validation tests based on (1) human raters, (2) comparisons with two representative
lexicons from prior work, and (3) re-evaluation of datasets used in prior work.

4.1 A Lexicon of User Comments: ComLex

We generate ComLex using a combination of learning word embeddings and unsupervised clustering.
We first build a corpus of user comments by applying standard text preprocessing techniques using
NLTK [60], including tokenization, case-folding, and lemmatization. Importantly, we choose not to
remove punctuation and non-letter symbols because such symbols may carry meanings for our
task, such as exclamation “!” and smile “:)”. This also allow us to keep emojis, which are important
“words” for our analysis because they enable users’ to express emotional signals, sometimes even
more significantly than with text [2, 27]. In addition, we replaced all URLs that link to a Snopes or
PolitiFact webpages with the special tokens snopesref or politifactref. This enables us to group all
fact-checked posts from Snopes and PolitiFact together, respectively, and later learn their semantics.

Next, we learn word embeddings from the clean corpus, i.e., transform words into vector space
to provide numerical representations of each word in the corpus. To do this, we use gensim [99] to
learn Word2Vec [70] representations, and use a 100-dimension vector to represent each word. To
avoid noise, we only kept words that appear > 100 times in the corpus. Subsequently, we apply
spectral clustering [79] to divide our vectors into 300 disjoint clusters, with each cluster contains
words with similar semantics. Finally, we manually examined each cluster and provide a suitable
name and additional descriptive information for it. The final, labeled clusters of words are ComLex.

For each cluster in a given lexicon (e.g., ComLex, EmoLex, or LIWC), we compute a statistic
for each user comment based on the word frequencies in each cluster. We then normalize these
statistics by the total word frequencies in a cluster. Our analytical sections mainly focus on the
statistics from ComLex, but we also provide results from EmoLex and LIWC as support.

4.2 Human Evaluation

To validate the robustness of our lexicon, we designed a survey that included two rating questions:

Rating 1: How closely, in terms of semantics, are words in each cluster related to each other? Please
provide a rating from 1 to 5 with 1 being not related and 5 being extremely related for each word cluster. e.g.,
“apple, banana, peach, grape, cherry” should be considered extremely related (5) since they are all fruits; “apple,
sky, happy, tomorrow, birds” should be considered not related (1).

Rating 2: How accurately do the name and additional information describe the word cluster?
Please provide a rating from 1 to 5 with 1 being not accurate and 5 being extremely accurate for each word
cluster. e.g., “fruit” should be considered extremely accurate (5) for a cluster of apple, banana, peach, grape,
cherry; “weather” should be considered not accurate (1).
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Timidity ( ) Ugli ( )

0 T T
0.000 0.003 0.006
Monster (Empath)

Fig. 8. Comparison with Empath. Each scatter plot
shows the correlation of ComLex and Empath for a
similar word cluster. Selected clusters including mon-
ster (r = 0.949***), timidity (r = 0.904***) and ugliness
(r = 0.908™**) show very strong correlation.

Each question asked for a rating on 5-point Likert scale, with descriptive adverbs chosen from [14].
The authors (A in Figures 5 and 6) took the survey first and gave ratings for all learned clusters.
We then keep only the top 56 of 300 (18.7%) clusters with ratings >4 for both questions. After this
filtering process, we then asked three independent raters (R1, R2, and R3) to take the survey to rate
the remaining 56 clusters to ensure semantic closeness and accurate cluster names.

Figure 5 shows the results of the first survey question. The violin plot shows the distribution of
four raters, among which the authors gave the highest average rating (4 = 4.814) and R3 gave the
lowest (pg3 = 4.143). Overall, words in clusters are rated above “very related” on average (mean
average [ = 4.506), and the difference in y among raters is significant (Kruskal-Wallis H = 11.3%).
The heatmap shows the inter-rater agreement represented by Pearson correlation, demonstrating
moderate agreement among the raters on average (mean Pearson ¥ = 0.531). Figure 6 shows the
results of the second survey question. As shown in the violin plot, the authors gave the highest
average rating (14 = 4.643) and R3 gave the lowest (ugs = 3.964). Overall, cluster names and
additional information are rated above “very accurate” on average (i = 4.359), and the difference in
4 among raters is significant (H = 10.8). As shown in the heatmap, the raters are strongly agreed
with each other on average (r = 0.675). These results show that ComLex is perceived as valid by
humans.

4.3 Comparison with LIWC and Empath

Next, we compare ComLex with two existing lexicons: LIWC and Empath. LIWC is arguably the
most extensively used lexicon, while Empath is generated in a similar manner to ComLex. We pair
the statistics of user comments mapped using these lexicons and then select similar clusters to
compare their correlation.
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Table 1. Application of ComLex on other datasets. The upper part of the table shows the performance
of ComLex at detecting deception in hotel reviews. It outperforms human judges, Gl, and LIWC, but is not as
accurate as learned unigrams. The lower part of the table shows the performance of ComLex at detecting
sentiment of movie reviews. It outperforms human judges and is nearly as accurate as learned unigrams.

Dataset [ Lexicon [ Model [ Accuracy”
Human judges 56.9% - 61.9%
GI 73.0%
Hotel reviews [84] LIWC 76.8%
SVM ——————
ComlLex 81.4%
Learned unigrams 88.4%
Human judges 58.0% - 69.0%
Movie reviews [86] ComLex 72.3%
- SVM —————
Learned unigrams 72.8%

*All accuracy data are drawn from the original papers [84, 86] except for ComLex.

Figure 7 shows the comparison with LIWC. Each scatter plot shows the correlation of a similar
word cluster between ComLex and LIWC. ComLex shows very strong correlation with LIWC
in similar clusters such as family (Pearson r = 0.883""), pronoun (r = 0.877***) and preposition
(r = 0.833"*"). Figure 8 shows the comparison with Empath. Again, ComLex shows very strong
correlation with Empath in similar clusters such asmonster (r = 0.949**"), timidity (r = 0.904™")
and ugliness (r = 0.908***). This step shows that statistics derived from ComLex and LIWC/Empath
are similar for overlapping word categories.

4.4 Applications

Lastly, we test ComLex on previously released datasets to evaluate the generality and performance
of ComLex when applied to related domains. In the following experiments, we run ComLex datasets
of hotel and movie reviews, respectively, and build predictive models to evaluate the performance
of ComLex. To compare our accuracy with the ones reported in the original papers, we adopt
the same learning model (Support Vector Machine, SVM), and report the same evaluation metric
(accuracy). Note that the datasets we choose have balanced binary labels, therefore accuracy is a
reasonable metric for evaluation.

The first application uses a hotel dataset of 800 positive reviews [84], of which half are truthful
reviews from TripAdvisor and half are deceptive reviews from Amazon Mechanical Turk. The task
is to predict whether a review is truthful or deceptive. The original paper reported the accuracy of
three human judges, the existing GI and LIWC lexicons, and domain-specific learned unigrams. We
run 10-fold cross validation using vectors mapped by ComLex and report our results in Table 1. We
see that ComLex outperforms the human judges, GI, and LIWC, but not the learned unigrams.

The second application uses a movie dataset of 1,400 reviews [86], of which half are labeled as
positive and half as negative. The task is to predict whether a review is positive or negative. The
original paper reported the accuracy of three human judges and domain-specific learned unigrams.
We run 10-fold cross validation using vectors mapped by ComLex and report our results in Table 1.
Again, ComLex outperforms the human judges, and is nearly as accurate as the learned unigrams.

ComlLex is generated using our dataset of user comments specifically on misinformation, yet
it is essentially a lexicon of user comments in general, and leverages comments from multiple
sources, i.e., Facebook, Twitter, and YouTube. This step demonstrates that ComLex can be broadly
and flexibly applied to other related domains with reasonable performance.
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Fig. 9. Similarity matrix over veracity. Heatmaps shows the similarity matrix over veracity using cosine
similarity and Pearson correlation respectively. Using both measures, clear patterns of decreasing similarity
are visible from -2 to 1, but the trend does not hold for 2.

5 LINGUISTIC SIGNALS UNDER MISINFORMATION

In this section, we focus on linguistic signals in the presence of misinformation. Using our dataset
and ComLex, we analyze how linguistic signals vary versus the veracity of social media posts.
Considering that fact-checking articles may be a strong confounding variable in this analysis, we
only examine user comments that were generated before the post was fact-checked.

Before we analyze specific linguistic clusters, we first take a look at the overall linguistic similarity
between user comments on posts of varying veracity. To do this, we group user comments by the
veracity (-2 to 2) of the post and compute the mean of all vectors in that veracity group. We then
compute the cosine similarity and Pearson’s r between different veracity groups.

As shown in Figure 9, there is a clear pattern from false (-2) to mostly true (-1): users’ comments
are self-identical (1.0), and the similarity gradually decrease as the comparisons become more
distant (e.g., false versus mostly true). However, this pattern does not hold for comments on posts
whose veracity is true (2). This observation holds regardless of whether cosine similarity or Pearson
correlation is used to compute distance. This motivates us to split our research questions into
different experiments by looking at the degree of misinformation and the existence of misinformation
separately. In the following sections, we will first look at how linguistic signals vary versus the
degree of misinformation by analyzing user comments from posts rated from -2 to 1, and then
looking at how linguistic signals vary versus the existence of misinformation by comparing posts
rated 2 to those rated < 2.

5.1 Linguistic Signals versus Degree of Misinformation

In this section we examine the whether there are differences in the emotional and topical signals
expressed in user comments based on the degree of misinformation in the original post. We perform
Spearman correlation tests between each word cluster’s normalized frequency and each veracity
value, and report significant results of p in Figure 10.

With regards to RQ1, we observed that the usage likelihoods for several word clusters that
express misinformation-awareness are negatively correlated with veracity. These clusters
include verbs that describe fakes (fake, mislead, fabricate, etc., p = —0.087***), and nouns for very
fake content (hoax, scam, conspiracy, etc., p = —0.045") and somewhat fake content (propaganda,
rumor, distortion, etc., p = —0.046%), e.g., “this is fake news”, “this is brainwash propaganda”, etc.
This means social media users are more likely to use these misinformation-aware words when
commenting on posts that are ultimately proven to have low veracity. Combining these word
clusters together, their mean values increase from 0.0025 to 0.0033 as veracity decreases from 1 to
-2, i.e., on average, each word that identifies misinformation has a 9.7% greater chance of appearing
in each user comments with one decrement in veracity. This observation is, in a different direction,
supported by EmoLex where trust declines as misinformation increases. We observe positive
correlations between veracity and word clusters that express trust (accountable, lawful, scientific,
etc., p = 0.063""). This means people are less likely to express trust when commenting on posts
that are ultimately shown to have low veracity. In terms of effect size, the mean value of the trust
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Work [personal concern from LIWC] (work, earn, payroll) [ 0 . 135
Financial [economic plan] (bill, budget, policy) .o - 125
Money [personal concern from LIWC] (financially, worth, income) -0 - 12
Congress [n.] (party, congress, senator) | | 16
Power [drives from LIWC] (worship, command, mighty) o 112
Party [n.] (republican, democrat, rinos) | 0 094
Financial [monetary] (money, tax, dollar) [0 092
Reward [drives from LIWC] (promotion, award, success) o 091
Vote [v.] (vote, elect, reelect) |GGG 0 086
Society [civilian] (people, public, worker) [ 055
Name [pliticians] (romney, paul, carson) [N 081
Causal [cognitive process from LIWC] (why, because, therefore) o074
Achieve [drives from LIWC] (award, honor, prize) o7
Financial [accounting] (number, cost, debt) o067
Government [n.] (government, law, system) [ o.067
Trust [EmolLex] (accountable, lawful, scientific) [ o0.064
Health [insurance] (health, insurance, healthcare) [ io.06

Compare [comparative] (better, bigger, harder) 0.059
American [states] (texas, california, florida) 0.053
Administration [n.] (attorney, secretary, minister) 0.049
-0.045 Filler [informal from LIWC] (blah, woah, whoa)
-0.045 Fake [very fake] (hoax, scam, conspiracy)
-0.046 Fake [somewhat fake] (propaganda, rumor, distortion)
-0.046 See [perceptual process from LIWC] (see, look, search)
-0.047. Minority [race and sex] (black, gay, transgender)
-0.049 Emoji [angry] ( -, &, &)
-0.054 Swear [informal and hate majority] (moron, fool, loser)
-0.054 Negative [v.] (sicken, offend, disappoint)
-0.057 Offend [n. and adj.] (racist, offensive, rude)
-0.058 American [cities] (detroit, houston, brooklyn)
-0.058 Negative [n.] (fear, hatred, anger)
-0.058 Hear [perceptual process from LIWC] (hear, sound, sing)

S0.061 ) swear [informal from LIWC] (fuck, fu, dumbfuck)
-0.062000 0 swear [informal and long] (bastard, fucktards, cockroach)
-0.062000 | Surprise [informal] (oh, woah, dear)
-0.063[ 1 Netspeak [informal from LIWC] (hahaha, awww, :))
-0.066000 0 Nation [n.] (canada, mexico, uk)
-0.066f0 0 Religion [non-Christian] (muslim, jew, islamic)
-0.068 U Compare [superlative] (dumbest, smartest, craziest)
S0.06SIII. Emoji [smile] (1), <3, :p)
-0.0690 | Nationality [n.] (african, indian, english)
00690 Compliment [ad].] (beautiful, wonderful, lovely)
S0.0690 U Feel [perceptual process from LIWC] (feel, ache, itch)
00720000 Laugh [informal and normal] (/ol, haha, Imao)
0074000 | swear [informal and hate minority] (nigga, fag, redneck)
0075 Religion [evil] (devil, lucifer, satanic)
-0.07500 | Laugh/[informal and strong] (hahahah, lolololol, bahaha)
0.07¢ N beath [personal concern from LIWC] (kill, die, murder)
.07 swear [informal and short] (*, sh, fu)
.0z e sexual [biological procese from LIWC] (gay, lesbian, queer)
0.0z Fake [v.] (fake, mislead, fabricate)
.00 I swear [informal and simple] (fuck, fuckin, dam)
0,09 I Emoji [surprise] (4, &, W)
.09 Religion [Christian] (christian, church, catholic)
0. 00c I Emoji [sad] (89, &, %)
0. e Religion [personal concern from LIWC] (god, amen, muslin)
0,107 I Emoji [doubt] (P, i i )
011 I Emoji [happy] (&, @ 2 )
0.1 R Emoji [funny] (&, W)
011 I Religion [god] (god, amen, jesus)
013 I Emoji [gesture] (.5, |

-0.10 -0.05 0.00 0.05 0.10
Spearman p
Fig. 10. Linguistic signals versus degree of misinformation. Clusters with significance p are plotted,
ranked by the sign and strength of correlation. A positive p indicates that the statistic increases with veracity,
and vice versa. Clusters are labeled in the figure using the format: name [additional information] (three
example words).

o)
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category decreases from 0.0554 to 0.053 as veracity decreases from 1 to -2, i.e., on average, people
are using 1.4% less of these words with each single decrement of veracity.

The first evidence that supports RQ2 is that the usage of emojis increases as misinformation
increases. We observe significant negative correlations for eight clusters of emoji, including
gesture (&, U, A, ete, p = —0.135""), funny (&, %, =, etc, p = —0.119""), happy (&, ©, €,
etc., p = —0.112*""), question (?, &, &, etc., p = —0.107"*%), sad (9, =, =, etc., p = —0.096""),
surprise (W, @, ©, etc., p = —0.092***), and angry (7, ®, &, etc., p = —0.049*), e.g., “so ridiculous
’, “i smell bull &”, etc. This means people are more likely to use these emoji when
commenting on posts that are ultimately proven to have low veracity. Combining these emoji
clusters together, their mean values increase from 0.0015 to 0.005 as veracity decreases from 1 to -2,
i.e., users are 49.4% more likely to use emojis with each single decrement in veracity value. Given
the popularity of emojis [27, 61], we view them as important proxies for people’s actual emotional
state [48, 101, 127] when confronted with misinformation.

The second evidence that supports RQ2 is that the usage of swear words increases as mis-
information increases. We observe significant negative correlations for five clusters of swear
words, including popular swear words (fuck, etc., p = —0.091***), shortened or moderated swear
words (%, fu, etc., p = —0.078"), hateful terms against minority groups (p = —0.074™), long
and complicated swears (bastard, etc., p = —0.062*"), and belittling words (moron, fool, loser, etc.,
p = —0.054"). This means people are more likely to swear or use hateful terms towards other users
(including the author of the post) when commenting on posts that are eventually found to have
low veracity. Combining these swear clusters together, their mean values increases from 0.0034 to
0.0046 as veracity decreases to -2, i.e., on average, users are using 16.3% more swear words with
one decrement in veracity value. This observation is further supported by LIWC’s swear word
category (fuck, etc., p = —0.061""). People associate swear words with their own emotional states,
and these words affect the emotional states of others [97]. In our data, we observe an increasing
amount of people using negative or offensive words in comments as veracity decreases and swear
words increase. This includes negative correlations with a cluster of negative verbs (sicken, offend,
disappoint, etc., p = —0.054") and another of offensive nouns and adjectives (racist, offensive, rude,
etc., p = —0.057") with an effect size of 3.7%.

The third evidence that supports RQ2 is that discussion of concrete topics declines as mis-
information increases. We observe significant positive correlations for 12 clusters of words about
concrete political topics, including financial clusters about economic plans (bill, budget, policy, etc.,
p = 0.125"**) and monetary issues (money, tax, dollar, etc., p = 0.092***), and clusters about congress
(party, congress, senator, etc., p = 0.116™"), party (republican, democrat, rinos, etc., p = 0.094"),
voting (vote, elect, reelect, etc., p = 0.086™), society (people, public, worker, etc., p = 0.085"*),
government (government, law, system, etc., p = 0.067*"), health (health, insurance, healthcare, etc.,
p = 0.06%"), administration (attorney, secretary, minister, etc., p = 0.049%), and references to states
(p = 0.053") and politicians (p = 0.081**). This means people are more likely to talk about concrete
topics on posts with higher veracity. Combining these clusters together, their mean value increases
from 0.046 to 0.065 as veracity value increases from -2 to 1, i.e., on average, users are 12.2% more
likely to use words in these clusters with one increment in veracity value. This observation is
supported by LIWC’s word categories involving concrete topics, including work (p = 0.135"*%),
money (p = 0.120**), power (p = 0.091"**), and achieve (p = 0.07**).

The fourth evidence that supports RQ2 is that objectivity declines as misinformation in-
creases. We observe that users are more likely to use superlatives (dumbest, smartest, craziest,
etc., p = —0.068*"), e.g., “dumbest thing i’ve seen today”, with an effect size of 25.5% with each
single decrement in veracity value. At the same time, we observe that users are less likely to use
comparatives (better, bigger, harder, etc., p = 0.059%), e.g., “she would do better”, with an effect size

AnAn»

2%, “really? &’
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m t<0"” t<0"" t<0" m t>0"" t>0"" t>0"
Insight [cognitive process from LIWC] (ponder, choose, realize)
Opinion [v.] (wrong, agree, disagree)
Personal [pron.] (your, my, their)
Government [n.] (government, law, system)
Administration [n.] (attorney, secretary, minister)
Minority [vulnerable groups] (poor, homeless, disable)
Laugh [informal and strong] (hahahah, lolololol, bahaha)
Reward [drives from LIWC] (promotion, award, success)
Achieve [drives from LIWC] (award, honor, prize)
Opinion [adj.] (important, painful, effective)
Name [pliticians] (romney, paul, carson)
Election [n.] (election, debate, presidential)
Name [Trump] (trump, drumpf, trumpy)
Name [Clinton] (hillary, clinton, hillery)

-2 -1 0 1 2 3
Independent t
Fig. 11. Linguistic signals versus existence of misinformation. Clusters with significance independent ¢
are plotted, ranked by the sign and strength of difference. A positive t indicates that the mean of the statistic
for accurate information is higher than misinformation, and vice versa.

of 15.6% with each single decrement in veracity value. This observation is also supported by LIWC,
where people use less causal inference (why, because, therefore, etc., p = 0.074") as misinformation
increases. This implies that subjectivity increases and objectivity decreases as the veracity of the
underlying post decreases. The relationship between subjectivity and objectivity has long been
studied within the context of people’s emotional states in sociology [52].

5.2 Linguistic Signals versus Existence of Misinformation

We now look at the differences in the emotional and topical signals of user comments in relation
to the existence of misinformation (i.e., posts with veracity value 2 versus posts with value < 2).
We report statistically significant independent t in Figure 11. Our findings are similar to §5.1,
such as an increased likelihood of discussion about concrete political topics on true posts. This
includes government (t = 2.609*"), administration (t = 2.579*") and minority (t = 2.539%). In terms
of effect size, combining these clusters together, their mean is 0.0074 for misinformation and 0.01
for true posts, which represents a 35.1% difference. Similarly, we also observe that concrete topical
categories from LIWC such as reward (¢t = 2.243") and achieve (¢ = 2.219%) are significant.

Another supporting evidence for RQ2 is the increased likelihood of personal opinions on
true posts. We observe that users are more likely to express their opinions in a concrete manner,
including opinionated adjectives (important, painful, effective, etc., t = 2.108*), and personal opinions
(wrong, agree, disagree, etc., t = 3.190**), e.g., “this is important”, “i agree with you”, etc. These
two clusters have a mean of 0.0036 for misinformation and 0.0049 for true posts, which represents
a 36.1% difference. This is also supported by LIWC in its insight category, which is a subset of
cognitive process (¢t = 3.292").

We also found that users are 43.1% less likely to mention the election (¢ = —2.011%), Trump
(t = —2.210%), and Clinton (¢t = —2.387") when commenting on true posts. One possible explanation
for this is that true posts invite discussion of more original and substantive topics, versus 2016
election coverage itself which was polarizing and prone to misinformation [1, 37].

5.3 Detection

We now explore RQ3: whether user comments can be used to predict the veracity of posts. We
built predictive models using the vectors of user comments as input to predict the veracity value of
associated posts. We apply both linear models such as linear regressions and linear SVM, as well as
non-linear neural network models. We implement these models using mapped word vectors from
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Table 2. Results of detection models. Spearman’s p, LRAP, and LRL are reported for each model and lexicon.
All models using any lexicon perform better than random guessing. ComLex performs better than EmoLex
and LIWC. Using ComLex, regulated models perform better than the unregulated model, and non-linear
models perform better than linear models.

EmoLex LIWC ComlLex
Model P LRAP LRL P LRAP LRL P LRAP LRL
Random 0.009 0.298 0.877 | 0.009 0.298 0.877 | 0.009  0.298 0.877
Linear regression 0.096 0.332 0.835 | 0.100 0.336 0.830 | 0.160 0.351 0.811
Linear regression (L1) 0.094 0332 0.835 | 0.123 0336 0.830 | 0.194 0.344  0.820
Linear regression (L2) 0.095 0.332 0.835 | 0.110 0.337 0.829 | 0.193 0.344 0.820
SVM (linear kernel, L1) 0.082 0.332 0.835 | 0.124 0.339 0.826 | 0.197 0.360 0.800
SVM (linear kernel, L2) 0.095 0332 0.835 | 0.107 0.337 0.828 | 0.189  0.346 0.817
Neural network (50 nodes) 0.063 0331 0.836 | 0.136 0.345 0.819 | 0.207 0.360  0.800
Neural network (100 nodes) 0.073 0332 0.835 | 0.136 0.343  0.821 | 0.213  0.373 0.784
Neural network (500 nodes) 0.078 0334 0.832 | 0.117 0.346 0.817 | 0.216  0.388 0.765
Neural network (1000 nodes) | 0.081  0.331  0.836 | 0.116  0.343  0.821 | 0.214 0.392 0.760

politifactref: 6.68% snopesref: 6.18% o8 °

gnopesref
o® ‘0. a s politifactref
® o ¢ 4 'i’, <2 o Fact [n.] (fact, evidence, data)
E @ K 3 ‘E..ﬂ o %" Y e Fake [v.] (fake, mislead, fabricate)
g ® [ Tt ° ® Fake [somewhat fake] (propaganda, rumor, distortion)
] o L g [ o Fake [very fake] (hoax, scam, conspiracy)

tSNE dimension 1
Fig. 12. Percentage of politi- Fig. 13. Semantics of politifactref and snopesref. The learned embed-
factref and snopesref. Each ding, which encodes the semantics of politifactref or snopesref, is plotted
pie chart shows the percentage along with other words in fact and three fake clusters. Dimensions are re-
of posts that contains politifac- duced from 100 to 2 using t-SNE. References to PolitiFact and Snopes carry
tref or snopesref over all posts similar semantics as other words expressing fact in the right part of the
checked by the website. figure, as oppose to words expressing fake in the left part of the figure.

EmoLex, LIWC and ComLex to compare the efficacy of the three lexicons. We use 10-fold cross
validation and report the mean of metrics in Table 2.

We report three different metrics for the predicted ranking label (i.e., veracity from -2 to 2).
Spearman’s p measures the ranking correlation between the predicted veracity and the ground
truth with a range of -1 to 1, with a random guess of 0 and a perfect prediction of 1. Label Ranking
Average Precision (LRAP) reflects the ability to give more accurate veracity for each post, with a
perfect prediction of 1. Finally, Label Ranking Loss (LRL) measures the incorrectly ordered pairs of
predicted veracity and ground truth, with a perfect score of 0. These metrics are used for multi-class
ranking prediction in prior work [95, 116].

As shown in Table 2, using any lexicon and any model yields better results than a random guess,
which means emotional and topical signals can help to determine the veracity of posts. We also
find that ComLex results in better performance than EmoLex and LIWC under any model, which
aligns with previous findings that domain-learned lexicons perform better than lexicons designed
for general writing [56]. When looking at the results of ComLex, we observe that regressions with
L1 or L2 regulators perform better than models without regulation, and non-linear models perform
better than linear models.

6 LINGUISTIC SIGNALS UNDER FACT-CHECKING

In this section, we focus on linguistic signals in the presence of fact-checking and analyze how they
vary in users’ comments. To motivate this analysis, we first examine the prevalence and semantics
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m t<0"” t<0"* t<0" m t>0"" t>0"" t>0"
Swear [informal and simple] (fuck, fuckin, dam)
Fact [n.] (fact, evidence, data)
Fake [v.] (fake, mislead, fabricate)
Hear [perceptual process from LIWC] (hear, sound, sing)
Government [n.] (government, law, system)
Vote [v.] (vote, elect, reelect)
Health [hospital] (doctor, medical, hospital)
Emoji [doubt] (7, i, )
Work [personal concern from LIWC] (work, earn, payroll)
Name [former president] (bush, reagan, kennedy)
Modal [v.] (will, should, can)
American [cities] (detroit, houston, brooklyn)
Feel [perceptual process from LIWC] (feel, ache, itch)

-3 -2 -1 0 1 2
Dependent t

Fig. 14. Linguistic signals before and after fact-checking. Clusters with significance dependent t are
plotted, ranked by the sign and strength of difference. A positive ¢ indicates that the mean of the statistic is
higher after fact-checking than before, and vice versa.

of references to fact-check articles. Note that we replaced any reference to PolitiFact and Snopes in
user comments with special tokens politifactref and snopesref, respectively. We use these tokens
for our analysis.

Figure 12 shows the prevalence of politifactref and snopesref. For all posts that were fact-checked
by PolitiFact, 6.68% of them have at least one comment that mentioned PolitiFact. The number
for Snopes is similar at 6.18%. This gives us an overview of the prevalence of direct references to
PolitiFact and Snopes in the user comments.

Figure 13 shows the semantics of politifactref and snopesref. As before, we use a 100-dimensional
vector to represent the semantics of each word. To visualize the proximity of word semantics, we
used t-Distributed Stochastic Neighbor Embedding (t-SNE) [64] to reduce the dimensionality of
each vector to 2-dimensional space. As shown in the figure, references to Snopes and PolitiFact
have very similar semantics to words in the fact cluster (e.g., fact, evidence, data, non-partisan, etc.)
as oppose to the words in three misinformation clusters (e.g., fake, propaganda, hoax, etc.). Also
note that we observed references to other factual sources such as Wikipedia, Pew, Factcheck.org,
etc. in the fact cluster, which suggests that within the context of user comments on social media,
fact-checking websites and general purpose non-partisan websites are afforded a similar degree of
trust by users.

6.1 Linguistic Signals before and after Fact-Checking

We now analyze how linguistic signals in users’ comments vary before and after fact-checking.
To do this, we split user comments into two groups (those written before a fact-check article was
available for the given post, and those written after) and use them to perform dependent ¢ tests.
Figure 14 highlights the significant (p < 0.05) differences in emotions and topics before and after
fact-checking for ComLex clusters.

The first evidence that supports RQ4 is that the usage likelihoods of several word clusters
that express misinformation-awareness increase after a fact-check article is available.
The evidence for this claim includes an increase in factual references (fact, evidence, data, etc.,
t = 2.409%) and verbs expressing deceit (fake, mislead, fabricate, etc., t = 2.385"). Comments such as
“check snopesref for the fact” and “according to snopesref, this is fake news” appear more frequently
after the publication of fact-check articles. These two clusters have a mean of 0.0028 before fact-
checking and 0.0042 after, which represents a 50% difference. This result suggests that social media
users are aware of fact-checks, once they become available, and that this increases the likelihood of
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Hillary Clinton successfully defended an accused child rapist and later laughed about the case.
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Fig. 15. Examples of backfire. Three examples are given that include the post veracity from fact-check
articles (top) and selected user comments indicating backfire effects (bottom). Words in green blocks (i.e.,
Snopes, PolitiFact) are identified as reference to fact-checking websites, while words in red blocks (i.e., fuck,
damn) are mapped in the swear word cluster.

rational statements. This observation holds for the subset of posts with comments that explicitly
link to PolitiFact or Snopes, e.g., the green boxes in Figure 12 (fake, t = 2.224%; fact, t = 2.441").

The second evidence the supports RQ4 is that the usage likelihoods of word clusters ex-
pressing doubt decrease after a fact-check article is available. Users’ certainty increases after
fact-checking, and this is reflected in the decreasing probability of using doubtful emojis (?, &,
&, etc., t = —2.203%), which have a mean of 0.0005 before fact-checking and 0.00025 after, which
represents a 100% difference. Questions such as “is that true ?” and “is this a joke? %” appear more
frequently before the publication of corresponding fact-check articles.

The supporting evidences for backfire effects in RQ5 is the increase in swear words after a
fact-check article is published. We observe more swear word usage after fact-checking (fuck,
fuckin, dam, etc., t = 2.450%). In terms of effect size, the mean probability of this cluster is 0.0011
before and 0.0015 after fact-checking, which represents a 36.4% difference. However, we note that
only one of five swear word clusters had significant differences before and after fact-checking,
which suggests that the backfire effect in comments may be limited. Furthermore, we caution that
the use of swear words is, at best, an indirect indicator of backfire: it suggests an increase in negative
emotion from some users, and previous lab experiments have shown that this is symptomatic of a
stubborn individual clinging to their original false beliefs [124].

Figure 15 shows three examples of backfire. Each presents the post veracity from a fact-check
article and selected user comments exemplifying backfire effects. In all three examples, users
referred to fact-checking websites and used swear words to expressed their dissatisfaction. These
backfire comments also tend to express doubt about the fact-checker themselves because the users
perceive them to be biased and unreliable sources [78, 100, 105]. Note that these examples criticized
Snopes or PolitiFact in whole rather than referring to individual fact-check articles.

7 CONCLUSION

In this paper, we analyzed how misinformation and fact-checking from PolitiFact and Snopes
affect user comments on three major social media platforms (Facebook, Twitter, and YouTube). Our
dataset includes 5,303 fact-checked social media posts with 2,614,374 associated user comments.
Overall, we found supporting evidence for five research questions:

e RQ1) Are there any misinformation-awareness signals in user comments indicating
their ability to identify misinformation? We observe that people are more likely to use
words showing awareness of misinformation, and are less likely to express trust, as veracity
decreases, as shown in Figure 10.

¢ RQ2) Do emotional and topical signals in user comments vary with post veracity?
We observe significant emotional and topical changes as veracity decreases, including more
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extensive use of emojis and swear words, and less discussion of concrete topics and less
objectivity, as shown in Figure 10.

¢ RQ3) Can linguistic signals in users comments help to detect misinformation? We
build predictive models to label the veracity of social media posts. Our models easily outper-
formed a random guessing baseline, however the correlation between predicted value and
ground-truth is limited, as shown in Table 2.

e RQ4) After a social media post is fact-checked, are there any linguistic signals in
comments indicating positive effects? We observe significant increases in misinformation-
awareness and factual references after fact-checking articles are available, accompanied by
decreases in people’s doubtful emotions, as shown in Figure 14.

e RQ5) After a post is fact-checked, are there any linguistic signals in comments in-
dicating backfire effects? We observe more swear word usage after fact-checking articles
are available, as shown in Figure 14. Examples in Figure 15 show this is linked to backfire
effects.

These observations demonstrate the positive impacts of fact-checkers on social media commen-
tary, as well as some of the pitfalls. Furthermore, we hope these observations can help social media
users understand how they are affected by misinformation. Finally, our findings may help social
computing system designers design more effective interventions and moderation strategies against
misinformation.

Limitations and Future Work.  There are several limitations of our work. First, we only focus
on fact-check articles on social media posts with a comments sections. This ignores other fact-check
articles that originate from news media or forums, but are then later shared and discussed on social
media. Future work should investigate if and how these different dissemination channels alter our
findings.

Second, our predictive models only demonstrated weak predictability, thus implying that the
content of users’ comments are not very strong signals for detecting misinformation. It is noteworthy
that previous models that try to predict news veracity based on datasets that are manually labeled
also cannot achieve high accuracy [94, 120]. In contrast, studies that use URL list-based labeling
can achieve high accuracy [98, 118], yet such studies face the dilemma of explaining whether the
models really learned to discern the veracity of individual posts, or just learned how to distinguish
misinformation sources. Thus, we believe there is still a long way to go towards the development of
truly accurate and generalizable algorithmic misinformation detectors.

Third, we only conduct a coarse temporal analysis (before and after the availability of a fact-check
article). Specific events (e.g., the 2016 presidential election) may affect some of our results. Future
work should delve into this further using focused case studies or time series analysis.

Fourth, our analysis of misinformation focuses on the veracity dimension of misinformation,
but ignores the intention dimension. Without examining intent, we cannot compare and contrast
user comments across hoaxes, propaganda, rumor, satire, etc. This is potentially a fruitful angle for
future work.
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